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Abstract

This paper theoretically and empirically analyzes the relationship between regional

unemployment rates and agglomeration by introducing the standard search and match-

ing framework into a new economic geography model. Furthermore, we incorporate

agglomeration externalities into a search and matching framework. After our theo-

retical analysis, we empirically examine relationships between regional unemployment

rates and agglomeration and between matching efficiency and agglomeration by using

Mexican data. An important prediction of our theory is that regional unemployment

rates can be positively or negatively correlated with agglomeration under negative ag-

glomeration externalities on matching efficiency. We empirically find that denser areas

have comparatively low unemployment rates under negative agglomeration externali-

ties on matching efficiency. Considering our theoretical predictions, we conclude that

in Mexico, the agglomeration effect lowering the unemployment rates is much stronger

than that increasing the rates.
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1 Introduction

Since the publication of Krugman (1991), new economic geography (NEG) studies have ex-

amined the agglomeration mechanism of economic activities, with particular attention to

the increasing returns to scale, monopolistic competition, transport costs, and mobile labor

across regions (e.g., Fujita et al., 1999). With regarding to regional labor markets and ag-

glomeration, Marshall (1890) observes that the concentration of economic activities facilitates

the job search and matching between employers and job seekers in terms of industry-specific

skills. Similarly, Rosenthal and Strange (2001), investigating the determinants of agglomer-

ation, find that labor market pooling fosters agglomeration. Despite such observations and

studies, only limited attention has been paid to job search and regional unemployment issues

in the NEG literature.1 Thus, we do not fully understand the underlying mechanism acting

between regional unemployment rates and the agglomeration of economic activities.

In the recent NEG literature, attempts have been made to tackle job search and unem-

ployment issues.2 For example, Epifani and Gancia (2005) and Francis (2009) developed a

dynamic NEG model by introducing a search and matching mechanism.3 Their models pre-

dict a lower unemployment rate in agglomerated regions in the long-run. On the other hand,

motivated by that unemployment rates in high-density regions seem to be higher than in

low-density regions from developed countries data, vom Berge (forthcoming) extended Krug-

man’s (1991) model by introducing a search and matching framework.4 His model shows

1Note that the NEG literature has also contributed to uncovering wage inequality from the perspective
of geographical networks. For example, many empirical papers have shown that market potential leads to
higher regional nominal wages (e.g., Redding and Venables, 2004; Hanson, 2005; Hering and Poncet, 2010).
However, these studies are based on theoretical models under perfectly competitive labor markets.

2Some theoretical mechanisms that generate unemployment need to be introduced (e.g., efficiency wage
or search and matching frameworks). This paper employs the search and matching model proposed by
Pissarides (2000). Rogerson et al. (2005) offer a review of this literature. In the literature of international
trade, Helpman and Itskhoki (2010) developed an international trade model to analyze the effect of labor
market rigidity on trade flow. Unlike those studies, we focus on the trade model dealing with migration
between regions.

3Unlike the search and matching framework, Zierahn (forthcoming) introduces the efficiency wage and
congestion costs due to agglomeration into Krugman’s (1991) model.

4Unlike vom Berge (forthcoming), we find both positive and negative relationships between unemployment
and agglomeration, expressed as population size or population density in empirical studies. See for example
Simon (1988), Izraeli and Murphy (2003), and Chiang (2009).
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that the unemployment rates in agglomerated regions are comparatively high.5 However,

as mentioned by Zierahn (forthcoming), when NEG models show full agglomeration under

the spatial equilibrium, it indicates that unemployed workers do not live in the periphery

region.6 That is, under full agglomeration, the unemployment rate in the periphery region

virtually becomes zero (or cannot be defined), whereas it is always positive in the agglom-

erated region. As such, the results obtained from full agglomeration models cannot exactly

capture situations in the periphery regions. Therefore, we investigate the relationship be-

tween regional unemployment rates and agglomeration by using an NEG model with partial

agglomeration.

Following the framework proposed by vom Berge (forthcoming), we develop a multi-

region model of Helpman (1998) by incorporating a search and matching mechanism.7 Unlike

Krugman (1991), Helpman (1998) lays more emphasis on the dispersion force arising from

non-tradable local services. For example, the concentration of economic activities raises the

prices of land and housing owing to the increased demand for them. Consequently, this

type of dispersion force leads to partial agglomeration. Thus, focusing on Helpman’s (1998)

model, we offer fresh insight into the regional distribution of unemployment rates in an

agglomeration economy. Furthermore, to analyze how transport costs affect the relationship

between regional unemployment rates and agglomeration, we carry out a numerical analysis

of the theoretical model.8

A contribution of this paper is to incorporate agglomeration externalities into a search

and matching framework. As observed in Marshall (1890), denser areas seem to promote

job matching between job seekers and firms. However, this is not necessarily true in the

5vom Berge (forthcoming) introduces regions into the model developed by Ziesemer (2005), who extended
Pissarides (2000, Chap. 3) model by introducing monopolistic competition.

6Agricultural workers still live there in the case of Krugman-type models.
7An extension of Helpman (1998) can be found in Pflüger and Tabuchi (2010). They assume that a firm

uses land as a production input.
8Although NEG models provide insightful policy implications, their theoretical and numerical analyses

are usually limited to two-region cases to avoid mathematical difficulties, which are also known as three-ness
(Combes et al., 2008b, Chap. 4). Although we build a multi-region model for the theoretical part of our
study, our numerical analysis is restricted to a case of two symmetric regions.
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current economy. Recent empirical studies provide two contradictory evidences. Hynninen

and Lahtonen (2007) show a positive relationship between matching efficiency and popula-

tion density, whereas Kano and Ohta (2005) show a negative one. Therefore, our theoretical

model assumes positive or negative agglomeration externalities on matching efficiency. Con-

sequently, our model is able to describe a wide variety of relationships between unemployment

rates and agglomeration.

Our study also contributes to the literatures of development economics and wage curve.

Beginning with Harris and Todaro (1970), the literature of development economics has stud-

ied urban unemployment and migration. Given the exogenously high wage in urban area,

Harris and Todaro (1970) showed that urban unemployment rate increases on account of

excessive workers immigrating into a city in response to higher expected wage. Therefore, a

positive relationship between wages and unemployment rates can be expected.9 In contrast,

the literature of the wage curve, beginning with Blanchflower and Oswald (1994), has studied

the negative relationship between regional wages and unemployment rates.10 Our theoretical

model therefore attempts to uncover this contradictory observation.

We specifically describe three relationships between nominal wages, unemployment rates,

and agglomeration across regions, as clearly illustrated in Figure 1. Note that a consensus

already exists on the positive relationship between wages and agglomeration (e.g., Combes

et al., 2008a; Mion and Naticchioni, 2009; Combes et al., 2010; de la Roca and Puga, 2012),

and this always holds in our model. In addition, previous studies show that agglomeration has

a decreasing effect on unemployment rates in the production side.11 Further, if agglomeration

is assumed to have positive/negative externalities on matching efficiency, it would also lead

to negative/positive effects on the unemployment rate. Consequently, the advantage of

our model is that we explain both the positive and negative relationships between nominal

9Contrary to the prediction of Harris and Todaro (1970), Suedekum (2005) showed a lower unemployment
rate and higher wage in agglomerated region by endogenously expressing higher urban wage within the NEG
framework.

10See Card (1995) for a literature review of the wage curve.
11See also Suedekum (2005) and Zierahn (forthcoming).
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wages and unemployment rates, while also endogenously explaining the higher wages in

agglomerated regions. Therefore, we believe that this paper makes a valuable contribution

to the Harris–Todaro model and the wage curve literature.

[Figure 1 about here]

This paper also includes an empirical analysis of the relationship between regional unem-

ployment rates and agglomeration. We use Mexican municipal data and control for spatial

dependence within the municipal data by using spatial econometric methods. We also es-

timate the matching function to examine the relationship between matching efficiency and

agglomeration. Finally, we draw a conclusion about the relationship between unemployment

rates and agglomeration by taking into account both the estimation results.

As mentioned in Krugman and Livas-Elizondo (1996), Mexico has experienced a dynamic

change in economic activities since the trade liberalization in the 1980s and 1990s. In the

meantime, this movement brought about drastic changes in the country’s domestic distri-

butional employment pattern. According to Hanson (1998), the Mexico–US border states

attracted more manufacturing workers. For example, Hanson (1998) shows that the share of

regional employment in the Mexico-US border states was 21.0% in 1980 but 29.8% in 1993.

On the other hand, the manufacturing workers tend to leave the Mexico City metropolitan

area (their share came down from 46.4% in 1980 to 28.7% in 1993). However, little attention

has been paid to the relationship between regional unemployment rates and agglomeration

in the Mexican literature; therefore, we try to examine whether the agglomerated regions

have higher or lower unemployment rates.

The remainder of this paper is organized as follows. Section 2 builds a multi-region

model of Helpman (1998) consisting of a standard search and matching framework. Section

3 numerically analyzes a case of two symmetric regions. Section 4 details the empirical

strategy used for this study. Section 5 explains the data used. Section 6 discusses the

estimation results. Finally, Section 7 concludes.
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2 The Model

Following vom Berge (forthcoming), we extend the multi-region model of Helpman (1998)

by introducing a search and matching framework. We consider an economy with R regions

having both manufacturing and land/housing sectors. The manufacturing sector is monop-

olistically competitive, and each firm produces one variety of a differentiated good under

increasing returns to scale. Labor is a unique production input. On the other hand, the

land/housing sector is perfectly competitive; land endowment in each region is fixed, so that

the supply of land/housing services is also given; consumers have their own land equally.

There are two types of workers, the employed and the unemployed. We assume that both

types of the worker are mobile across regions in the long-run, and that there are no migra-

tion costs. We introduce job search and matching frictions into the regional labor markets.

Unemployed workers search for jobs in their own living regions, and spatial job search is not

allowed. For the present purpose, we focus on steady state analysis.

2.1 Matching Function

We first assume that there are search and matching frictions in the regional labor markets.

The number of matches existing between the job seekers and vacancies is determined by the

following matching function:

miLi = Aim(uiLi, viLi), i = 1, 2, . . . , R (1)

where mi is the matching rate, ui is the unemployment rate, vi is the vacancy rate in terms of

labor, Ai is the matching efficiency, and Li is the labor force, with the subscript i indicating

region i. Note that job matches are made only within region i. We further assume that

the matching function is increasing in both variables, homogeneous of degree one, concave,

and twice continuously differentiable, and that m(uiLi, 0) = m(0, viLi) = 0.12 As mentioned

earlier, we assume that agglomeration of economic activity has externalities on the matching

12See Petrongolo and Pissarides (2001) for details of the matching function, including empirical findings.
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efficiency Ai; our specification is as follows:

Ai = A(Li/S̄i)
ξ, (2)

where A is constant, S̄i represents land endowment (or fixed supply of land/housing services),

and ξ is the elasticity of agglomeration to matching efficiency. Thus, Li/S̄i can be interpreted

as a kind of population density in region i.

Given the matching function (1), the rates at which vacancies are filled and unemployed

workers leave unemployment can be expressed respectively as

qi(θi) ≡ Aim(uiLi, viLi)

viLi
and θiqi(θi) ≡ Aim(uiLi, viLi)

uiLi
,

where θi ≡ vi/ui denotes the labor market tightness. From the above assumptions, we can

easily verify that both qi(θi) > 0 and q′i(θi) < 0 hold for a given value of Ai.

2.2 Consumer and Worker

For simplicity, we assume a static consumer problem; consumers do not save any part of

their income but spend all of it in each period.13

Further, each consumer has identical Cobb–Douglas preferences for two goods; that is,

Ui =
1

μμ(1− μ)1−μ
Mμ

i H
1−μ
i , (3)

where 0 < μ < 1 is the expenditure share for manufactured goods, Mi is the composite

consumption of manufactured goods in region i, and Hi is the consumption of land/housing

service in region i.14 The composite consumption of manufactured goods is given by the

constant elasticity of substitution (CES) function

Mi =

(
R∑

j=1

∫ nj

0

mji(ν)
(σ−1)/σdν

)σ/(σ−1)

,

13This simplification, however, does not change the essential results of our model.
14We modify the methodology of Pflüger and Tabuchi (2010) to describe a land/housing market.
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where mji(ν) is region i’s consumption of variety ν produced in region j, nj the number

of varieties produced in region j, and σ > 1 the elasticity of substitution between any two

varieties. The budget constraint of region i is given by GiMi + pHi Hi = Yi, where Gi is the

price index for manufactured goods, pHi is the price of land/housing services, and Yi is the

regional income.

From utility maximization, we obtain the following demand functions:

Hi =
(1− μ)Yi

pHi
, Mi =

μYi
Gi

, and mji(ν) = μpji(ν)
−σGσ−1

i Yi, (4)

where pji(ν) is region i’s consumer price for variety ν imported from region j; the price index

in region i takes the following form:

Gi =

(
R∑

j=1

∫ nj

0

pji(ν)
1−σdν

)1/(1−σ)

. (5)

By substituting demand functions (4) into utility function (3), we obtain the indirect utility

Vi of an individual living in region i:

Vi =
Ii

Gμ
i (p

H
i )

1−μ
, (6)

where Ii is the income of the individual living in region i. Indirect utility can be interpreted

as the real income, that is, the individual’s income Ii deflated by the cost-of-living index

Gμ
i (p

H
i )

1−μ.

As mentioned earlier, there are two types of workers in the economy, the employed and

the unemployed. Let Ve
i and V

u
i denote the indirect utilities of the employed and the unem-

ployed, respectively. We assume that while the employed earns wi, the unemployed receives

unemployment benefit z from the government. The unemployment benefit is exogenously

given. The government imposes a tax τ on all the workers in order to finance the unem-

ployment benefits. Further, we assume that the rate of interest r is common across all

regions. Thus, the steady state Bellman equations for the employed and the unemployed
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are, respectively, given as follows:

rEi = V
e
i + δ(Ui − Ei),

rUi = V
u
i + θiqi(θi)(Ei − Ui),

(7)

where Ei and Ui are the present discounted values (PDV) of the expected real income stream

for the employed and the unemployed, respectively, and δ is the job destruction rate. In the

long-run, individuals decide to migrate depending on the expected PDV from continuing to

live in the region.

2.3 Producer Behavior

We assume that the prices of all the varieties produced within a region are identical in view

of the same production technology used and therefore denote the price of all the varieties

produced in region i as pi. We assume that a manufactured good is traded between regions i

and j with iceberg transport cost Tij . Thus, if one unit of any variety of manufactured goods

is shipped from region i to region j, only 1/Tij of the unit arrives. A variety of manufactured

goods produced in region i is sold at price pi in that region. If this variety is shipped from

region i to region j, the delivered price is

pij = piTij , Tij = Tji ≥ 1, Tii = 1, i, j = 1, 2, . . . , R.

The total amount of goods that a firm produces to satisfy the consumption demand of all

the regions therefore becomes

xi =

R∑
j=1

mijTij . (8)

Next, all the firms require not only fixed and marginal labor input for producing the

varieties but also recruiters for hiring their workers.15 Thus, the total labor input in region

15This formulation is developed by vom Berge (forthcoming), following Pissarides (2000, Chap. 3) and
Ziesemer (2005).



10

i is

�i = F + cxi + γNi (9)

where F and c are respectively the fixed and marginal labor requirements for production, γ is

the marginal labor requirement for recruiting per vacancy, and Ni is the number of vacancies

that a firm needs to post. The first two terms correspond to the standard Dixit–Stiglitz

assumption of increasing returns to scale. The third term indicates that a firm needs to hire

recruiters to keep their workers from decreasing because the workers quit their jobs at a job

destruction rate of δ. The same wage wi is paid to both workers and recruiters. The total

cost is therefore wi�i.

A vacant job is filled with a probability of qi(θi), and an occupied job is destructed with

a probability of δ. Thus, the dynamics of total labor input is given by

�̇i = qi(θi)Ni − δ�i. (10)

A firm maximizes the PDV of its expected profit with respect to the produced quantity

xi and number of vacancies Ni as follows:
16

max
xi,Ni

∫ ∞

0

e−rt [pi(xi)xi − wi(F + cxi + γNi)] dt

s.t. ẋi =
1

c
[(qi(θi)− γδ)Ni − δ(F + cxi)]

lim
t→∞

[
λ(t)e−rtxi(t)

]
= 0

(11)

where pi(xi) is the mill price in region i, and λ(t) the Lagrange multiplier. Solving the

current value Hamiltonian, we obtain the optimal mill price with a constant markup on

marginal costs as follows:

pi =
σ

σ − 1
cwi

(
1 +

rγ

qi(θi)

)(
1− γδ

qi(θi)

)−1

. (12)

Note that this price is higher than that of the standard Dixit–Stiglitz monopolistic compe-

16Using (9), (10), and the envelop theorem, we obtain the dynamic equation on production ẋ in (11).
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tition model because the multiplication of the second and third terms is greater than one.

Intuitively, the marginal cost consists of three parts. The first two terms give the workers’

wage for producing the additional quantity xi and the expected cost of hiring a worker, and

the third term captures the cost of hiring the workers engaged in production and recruit-

ment.17 If the job search cost is zero (γ = 0), this price takes the same form obtained for

the standard Dixit–Stiglitz model.

Let Vi and Ji be the PDVs of the expected profit from the vacant and occupied jobs

respectively. Then, the steady state Bellman equation for a vacancy is given by

rVi = −γw̃i + qi(θi)(Ji − Vi), (13)

where w̃i ≡ wi/pi is the real wage defined in terms of firm.

All the profit opportunities from creating new jobs are exploited in equilibrium, and the

value of the vacant jobs becomes zero (Vi = 0). Hence, the equilibrium condition yields

Ji =
γw̃i

qi(θi)
. (14)

From this equation, since 1/qi(θi) is the expected duration of a vacant job, the expected

profit from a new job is equal to the expected cost of hiring a worker in equilibrium.

2.4 Wage Bargaining

In a wage bargaining process, we endogenize the labor market tightness θi. Each firm in a

standard search and matching model is assumed to have only one job. Although a firm in our

model employs multiple workers, we consider the bargaining process in a similar manner.18

17To understand the third term, we manipulate (17) to obtain

δ(F + cxi)

qi(θ)Ni
= 1− γδ

qi(θi)
< 1.

The left-hand side shows how the quitting workers engaged in production are filled up from among the newly
hired workers, implying that a part of the newly hired workers are engaged in recruitment.

18Stole and Zwiebel (1996a,b) consider an extended version of Nash bargaining for multiple workers, in
which the firm and a worker divide the marginal surplus obtained from the firm producing goods by hiring
additional worker and the worker leaving the unemployed status. This assumption reflects the case in which
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Following Pissarides (2000, Chap. 3), we assume that the wages of workers are fixed in Nash

bargains, in which the firm gets involved with each worker separately, considering the wages

of all the other workers as given. This assumption results in a one-to-one relationship between

a worker and a job. The total surplus arising from a job match (i.e., the net benefit of the

worker and the firm from the unemployed worker starting to work and the firm producing

additional goods) is shared through Nash bargaining between the worker and the firm:

w̃i = argmax(Ei − Ui)
β(Ji − Vi)

1−β,

where 0 ≤ β ≤ 1 is the bargaining power of the workers. From the first-order condition, the

result of the bargaining is given by

(1− β)(Ei − Ui)J
′
i = β(Ji − Vi)E

′
i.

By substituting (7) and (14) and imposing the equilibrium condition Vi = 0, we obtain the

following equation

w̃i = rUi + β

(
σ − 1

cσ
− rUi

)
.

With some manipulations, we obtain the following relationship between the nominal wage

and labor market tightness:

gi(wi, θi) ≡ (1− β)

(
1− zi

wi

)
− β

γ [r + δ + θiqi(θi)]

qi(θi)− γδ
= 0. (15)

This corresponds to the wage-setting curve in Pissarides (2000), but shows a nonlinear func-

tion with regard to labor market tightness and wages in our case. From the implicit function

theorem, we obtain

dθi
dwi

= −∂gi/∂wi

∂gi/∂θi
> 0,

where a homogeneous degree one is assumed in the matching function.19 Since the unem-

additional employment additionally affects the wages of the remaining workers. In this paper, we use a
simpler methodology employed by Pissarides (2000, Chap. 3).

19Under the assumption of a homogeneous degree one in matching function, we confirm that qi(θi) +
θiq

′
i(θi) > 0 holds.
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ployment rate ui and labor market tightness θi are negatively correlated, this result indicates

a negative relationship between wage and unemployment rate.20

2.5 Short-Run Equilibrium

We now consider a short-run equilibrium, characterized by a general equilibrium in each

region without migration.21 By substituting the price in (12) into the current profit in (11)

and imposing a zero-profit condition, the equilibrium output is given by

xi =
F (σ − 1)

c

(
1 +

σrγ

qi(θi)

)−1

. (16)

Note that the equilibrium output is lower than the output of a standard Dixit–Stiglitz

monopolistic competition model.

Since �̇i = 0 in the steady state, by substituting (9), the number of vacancies in the

steady state becomes

Ni =
δ(F + cxi)

qi(θi)− γδ
, (17)

where we assume qi(θi) > γδ so that the number of vacancies takes a positive value. Sub-

stituting the equilibrium output (16) and the number of vacancies (17) into the total labor

input (9), we obtain the equilibrium total labor input in region i as follows:

�i = Fσ

(
1 +

rγ

qi(θi)

)(
1 +

σrγ

qi(θi)

)−1(
1− δγ

qi(θi)

)−1

. (18)

Further, from the labor market clearing condition ni�i = (1 − ui)Li, the number of firms is

given by

ni =
(1− ui)Li

Fσ

(
1 +

rγ

qi(θi)

)−1(
1 +

σrγ

qi(θi)

)(
1− δγ

qi(θi)

)
. (19)

20This result implies the existence of wage curve (Blanchflower and Oswald, 1994). In case the regional
labor markets are homogeneous with regard to job destruction rates and job matches, a negative correlation
could arise between the regional unemployment rates and nominal wages. This result is quite similar to Sato
(2000), who shows that even when workers are mobile, the wage curve can be observed by using a theoretical
search framework assuming different productivities across the regions and a monocentric city structure.

21For ease of expression and interpretation, a numéraire good is not particularly set up. This is not to
lose generality of our model analysis and draw model implications for numerical analysis.



14

From (8), the total sales of the variety produced in region i amount to

xi = μ
R∑

j=1

p−σ
i Gσ−1

j YjT
1−σ
ij . (20)

Choosing the convenient units of measurement for marginal labor requirement c = (σ−1)/σ

and fixed labor requirement F = μ/σ, we simplify the model outcomes. Thus, from (12),

(16), and (20), we obtain the NEG wage equation:

wi = Γ(θi)

[
μ

R∑
j=1

YjG
σ−1
j T 1−σ

ij

]1/σ
, (21)

where

Γ(θi) =

(
1 +

σrγ

qi(θi)

)1/σ (
1 +

rγ

qi(θi)

)−1(
1− δγ

qi(θi)

)
. (22)

The sum in brackets gives the RMP ≡ μ
∑R

j=1 YjG
σ−1
j T 1−σ

ij , expressing the sum of the re-

gional income discounted by the price index, and weighted by the transport cost. Even if we

assume the frictions in the regional labor markets, the standard implication for NEG holds;

that is, the goodness of accessibility to other markets increases the nominal wages.

Following the assumption of an identical price for all the varieties produced within a

region, the price index takes the following form:

Gi =

[
R∑

j=1

nj(pjTji)
1−σ

]1/(1−σ)

. (23)

By substituting (12) and (19) into (23) and with normalization, we obtain

Gi =

[
R∑

j=1

(1− uj)LjΓ(θj)
σw1−σ

j T 1−σ
ji

]1/(1−σ)

. (24)

As mentioned earlier, wage equation, RMP, and price index are essentially identical with

vom Berge (forthcoming).

The price of land/housing services pHi is determined at equilibrium, where land endow-

ment (or fixed supply of land/housing services) S̄i and the regional demand for land/housing
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services Hi are equal. Thus, the price of land/housing services in region i is as follows:

pHi =
(1− μ)Yi

S̄i

. (25)

The regional income, Yi, includes the income of every employed and unemployed worker

living in region i. The respective disposable income of the employed and unemployed workers

are given by Iei = wi+h−τ and Iui = z+h−τ , where h is the land rent and τ is the tax rate.

Since all the individuals have their own land equally, the land rent is equally redistributed.22

Thus, the land rent is given by

h =
1− μ

μ

∑R
j=1[wj(1− uj) + zuj − τ ]Lj∑R

j=1 Lj

. (26)

Therefore, the regional income Yi becomes

Yi = [wi(1− ui) + zui − τ ]Li +
1− μ

μ

Li∑R
j=1Lj

[
R∑

j=1

(
wj(1− uj) + zuj − τ

)
Lj

]
. (27)

Further, the individual real income takes the following forms:

V
e
i =

wi + h− τ

Gμ
i (p

H
i )

1−μ
, and V

u
i =

z + h− τ

Gμ
i (p

H
i )

1−μ
. (28)

Next, we consider labor market tightness and unemployment rates. Given wi, labor

market tightness is determined in (15). Since the inflow and outflow of unemployment are

equalized in steady state equilibrium, we obtain δ(1−ui)Li = θiqi(θi)uiLi. Solving this with

respect to ui, we obtain the so-called Beverage curve:

ui =
δ

δ + θiqi(θi)
. (29)

The tax rate τ is determined to balance the budget for tax revenue and expenditure for

unemployment benefits as follows:

τ

R∑
j=1

Lj = z

R∑
j=1

ujLj . (30)

22See Appendix A for details of the derivation.
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Finally, the matching function is assumed to take the Cobb–Douglass form with constant

returns to scale

Aim(uiLi, viLi) = Ai(uiLi)
α(viLi)

1−α, (31)

where α is the matching elasticity. This specification of the matching function is also used

in the empirical analysis.

3 Long-Run Equilibrium: A Two-Region Case

In this section, we numerically analyze the properties of our model.23 We limit our numerical

analysis to a two-region case (R = 2) owing to mathematical difficulties.

3.1 Spatial Equilibrium

We assume that workers are mobile across regions in response to the expected PDV differ-

entials in the long-run. For convenience of notation, we denote the shares of labor force in

regions 1 and 2 as s1 = L1/(L1+L2) and s2 = 1− s1, respectively. The regional differentials

in the expected PDVs are then expressed as follows:

Δω(s1) ≡ ω1(s1)− ω2(s1), (32)

where the expected PDV from living in region i is expressed as ωi(s1) = (1− ui(si))E(s1) +

ui(si)U(s1), with the PDVs of the employed and the unemployed worker living in region i

given respectively as

Ei(s1) =
(r + θiqi(θi))V

e
i + δVu

i

r(r + δ + θiqi(θi))
and Ui(s1) =

θiqi(θi)V
e
i + (r + δ)Vu

i

r(r + δ + θiqi(θi))
. (33)

Note that the wage wi, price index Gi, price of land/housing services pHi , land rent h,

labor market tightness θi, unemployment rate ui, and tax τ are functions of si. A spatial

equilibrium arises at s∗1 ∈ (0, 1) when Δω(s1) = 0, at s1 = 0 when Δω(0) ≤ 0, or at s1 = 1

23Numerical analysis is conducted using the Ox Console 7.01 (Doornik and Ooms, 2006).
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when Δω(1) ≥ 0. Any adjustment process over time t is governed by the following differential

equation:

ds1
dt

≡ ṡ1 = Δω(s1)s1(1− s1), (34)

where the equilibrium is stable when the slope of ṡ1 is negative. The parameter setting for

the numerical analysis is shown in Table 1.

[Table 1 about here]

3.2 Regional Labor Markets When Agglomeration Has No Exter-

nalities on Matching Efficiency

We first consider the benchmark case in which agglomeration has no externalities on the

matching efficiency. Panel (a) of Figure 2 illustrates the regional differentials in PDVs of the

employed and the unemployed for three cases of transport costs (T = 1.5, 1.6, 1.7). When

T = 1.7, we have three equilibria, two stable at s1 = 0.04, 0.96 and one unstable at s1 = 0.50.

When T = 1.6, we have two stable equilibria at s1 = 0.11, 0.89 and one unstable equilibrium

at s1 = 0.50. However, the stable equilibria shift inward. When T = 1.5, we have a unique

and stable equilibrium at s1 = 0.5.

Panel (b) of Figure 2 describes the unemployment differentials between regions 1 and

2 under the short-run equilibrium. When s1 > 0.5, the unemployment rate in region 1 is

always lower than that in region 2, where the relationship is robust under different values of

transport costs. This result derives from the fact that the nominal wage in a denser region is

always higher, resulting in a lower unemployment rate. In contrast, vom Berge (forthcoming)

shows opposite results. This is because the nominal wage in a denser region is lower in the

Krugman (1991) model.

Panel (c) of Figure 2 summarizes the spatial equilibria with respect to transport costs.

The solid and dashed lines indicate stable and unstable equilibria respectively. A partial
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agglomeration arises when the transport costs are high.24 In our model, the break and

sustain points coincide with each other. These points are at T = 1.53 in Panel (c) of Figure

2. Contrary to our results, vom Berge (forthcoming) shows a full agglomeration when the

transport costs are low.

[Figure 2 about here]

Following our numerical results, we discuss mainly the regional labor market outcomes

in spatial equilibrium.25 We assume that region 1 has at least half of the labor force (0.5 ≤
s1 < 1). Figure 3 illustrates how the regional shares of the employed workers, unemployment

rates, and labor market tightness vary depending on transport costs.

Panel (a) of Figure 3 shows that when transport costs are high, region 1 has a larger share

of the employed than region 2. In such a case, we call region 1 an employment cluster, a core

region, or an agglomerated region. Panel (b) of Figure 3 presents a lower unemployment

rate in the employment cluster. From the negative relationship between unemployment rate

and labor market tightness, as shown in Panel (c) of Figure 3, labor market tightness in the

employment cluster takes a higher value than that in a less dense region, suggesting that the

unemployed can easily find jobs, thus lowering the unemployment rate in an agglomerated

region.

[Figure 3 about here]

3.3 Regional Labor Markets When Agglomeration Has External-

ities on Matching Efficiency

We further explore three cases in which the agglomeration has externalities on the matching

efficiency. Figures 4, 5, and 6 present the results of numerical analysis for the three cases,
24As shown in Pflüger and Tabuchi (2010), a full agglomeration is never a stable spatial equilibrium in a

typical Helpman (1998) model. Intuitively, this is because if all the workers gather in one region, the price
of land/housing services in the other region becomes zero. Consequently, workers have an incentive to move
to the vacant region to enjoy higher utility; thus, a full agglomeration never arises.

25The figures for coefficient of variation of unemployment rates, labor market tightness θi (i = 1, 2),
relative nominal wage w1/w2, relative cost-of-living index (G1)

µ(pH1 )1−µ/(G2)
µ(pH2 )1−µ, relative price index

for manufactured goods G1/G2, and relative price of land/housing services pH1 /pH2 are available on the Web
supplement file.
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respectively. For ease of comparison with the benchmark case, each panel of the figures

corresponds to respective panels of Figure 2 and Panel (b) of Figure 3.

First, Figure 4 presents the results of numerical analysis for the case in which the agglom-

eration has positive externalities on matching efficiency. We see that the spatial distribution

of workers does not change qualitatively compared to the benchmark case. However, the

positive agglomeration externalities on matching efficiency lower the dispersion force from

congestion costs and widen the gap in unemployment rates. In both the short- and long-run,

the unemployment rate in the employment cluster is relatively low.

Second, Figure 5 presents the results of numerical analysis for the case in which the

agglomeration has negative externalities on matching efficiency, but the relationship is com-

paratively weak. In this case as well, the spatial distribution of workers does not change

qualitatively compared to the benchmark case. The negative and weak agglomeration exter-

nalities on matching efficiency increase the dispersion force from congestion costs and narrow

down the regional gap of unemployment rates partly. Note that the unemployment rate in

the employment cluster becomes either lower or higher in the short-run depending on the

degree of agglomeration (s1).

Third, Figure 6 presents the results of numerical analysis for the case in which the ag-

glomeration has negative externalities on matching efficiency, but the relationship is compar-

atively strong. The negative and strong agglomeration externalities on matching efficiency

increase the dispersion force from congestion costs and gradually widen the regional gap of

unemployment rates above a certain degree of the negative relationship. The unemployment

rate in the employment cluster is relatively high in the short- and long-run. Another impor-

tant result is that the nominal wage in the employment cluster is always relatively high in

all cases, which is consistent with the stylized facts of this literature.26

The theoretical predictions of this study are as follows. In the benchmark case in which

agglomeration has no externalities on the matching efficiency, the unemployment rate in

26See the Web supplement file for numerical simulation results of the relative nominal wages in each case.
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the employment cluster is relatively low so that agglomeration has a decreasing effect on

unemployment rates in the production side.27 However, agglomeration has a positive effect

on regional unemployment rates in a search and matching process when agglomeration gives

rise to negative externalities on the matching efficiency. When the negative agglomeration

externalities on matching efficiency are comparatively weak, the unemployment rate in the

employment cluster still remains partly low. When these externalities are comparatively

strong, the unemployment rate in the employment cluster becomes higher.

Some predictions of our model are different from vom Berge (forthcoming), who in-

corporated a search and matching framework into Krugman’s (1991) model. vom Berge

(forthcoming) showed a positive relationship between regional unemployment rates and ag-

glomeration through a negative relationship between nominal wages and agglomeration.28

However, the latter relationship is clearly inconsistent with empirical evidence. The ad-

vantage of our model is that we describe a wide variety of relationships between regional

unemployment rates and agglomeration, with the relationship between nominal wage and ag-

glomeration positive. Consequently, our unifying framework contains aspects of both Harris

and Todaro (1970) and Blanchflower and Oswald (1994). From our theoretical predictions,

we empirically examine the relationship between unemployment rates and agglomeration,

and between matching efficiency and agglomeration.

[Figures 4–6 about here]

27This result is essentially the same as Suedekum (2005) and Zierahn (forthcoming).
28This difference arises from the sector generating a dispersion force. Krugman’s (1991) model deals with

freely tradable agricultural goods, but the agricultural workers are not mobile. Helpman’s (1998) model
deals with the land/housing sector, whose services are consumed locally. Intuitively, in a Krugman-type
model, a full agglomeration emerges and no manufacturing worker lives in the periphery region. Therefore,
the unemployment rate in a periphery region is virtually zero. In other words, the nominal wage given by
equation (21) can be defined even in regions with no manufacturer and is lower in agglomerated region; so the
implicit unemployment rate also can be calculated. In contrast, in a Helpman-type model, there is a partial
agglomeration, and so manufacturing workers always live in the periphery region. Therefore, higher nominal
wage in the core region generates higher labor market tightness, leading to a further lower unemployment
rate.
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4 Empirical Analysis

4.1 Unemployment Rates and Agglomeration

First, we attempt to examine the relationship between regional unemployment rates and

agglomerations. As a proxy for agglomeration, we use employment density. We use municipal

data from Mexico for this analysis. More attention should be paid to spatial autocorrelation

when spatially small regional units are used. In this case, the observations are closely related

to each other. If the spatial dependence across observations is ignored, the estimators will

be inconsistent or not efficient.29 To solve this problem, we use spatial econometric methods.

Thus, our regression models for unemployment rates are given by

log(ui,t) = ρ

R∑
j=1

bij log(uj,t) + ψ log(Denssi,t) +Zs
i,tφ+ εi,t, (35)

and

log(ui,t) = ψ log(Denssi,t) +Zs
i,tφ + ei,t, ei,t = λ

R∑
j=1

bijej,t + εi,t, (36)

where ui,t is municipality i’ unemployment rate in year t, bij is the ijth element of the spatial

weight matrix (SWM), ψ is the key parameter of our interest, Denssi,t is the log of spatially

smoothed employment density, Zs
i,t is a row vector of spatially smoothed control variables,

φ is a column vector of parameters for control variables, and ei,t and εi,t are error terms.

The control variables include the average years of schooling, rates of male and female labor

force participation, and shares of the population aged 15–24, 25–59, and 60 and above.

Note that raw municipal data are not appropriate because the commuting that flows

across municipal borders are not negligible at the municipality level and the local labor

markets do not necessarily coincide with the administrative areas. Therefore, we use spa-

tially smoothed municipal data in terms of the neighboring municipalities. See Section 5 for

29Regardless of endogeneity problem from employment density, OLS estimators are biased due to the
omitted variable when ρ �= 0. In addition, the covariance matrix of OLS estimators are no more efficient
when λ �= 0. See LeSage and Pace (2009) for detailed discussions
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calculation of the spatially smoothed variables. To control for the endogeneity problem of

employment density, we estimate equations (35) and (36) by using the method of instrumen-

tal variable (IV) and generalized method of moments (GMM). Our estimation methodology

is based on Kelejian and Prucha (1998).

4.2 Matching Efficiency and Agglomeration

We furthermore examine agglomeration externalities on matching efficiency. The estimation

procedure takes a two-step approach. In the first step, we estimate the regional matching

efficiencies by estimating the matching function. From the logarithm of (31), the regression

model to be estimated is given by

log(Matchs,t) = α1 log(Seekers,t) + α2 log(Vacancys,t) + as + yeart + εs,t, (37)

where Matchs,t is the number of matched jobs in state s at time t, Seekers,t is the number of

job seekers, Vacancys,t is the number of vacancies, α1 and α2 are the elasticities of matching,

as = log(As) is the state fixed effect, yeart is the year dummy, and εs,t is the error term.

Note that our data set of job seeker, vacancy, and matched job is at the state level owing

to the data limitations, and that subscript s is used instead of i. The state fixed effect as

represents the regional differences in matching efficiency.30 If we assume constant returns

to scale in the matching function, then α2 = 1 − α1. In the estimation, we test the null

hypothesis of constant returns to scale.

In the second step, the estimated matching efficiency is regressed on employment density

as follows:

âs = ϕ+ ξ log(Denss) + εs, (38)

where âs is the estimated matching efficiency, ϕ is the parameter for a constant term, ξ is

a parameter of our interest, the elasticity of employment density to matching efficiency in

equation (2), Denss is the employment density of state s, and εs is an error term. Therefore,

30The state fixed effects are estimated by areg command in Stata.
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we examine the relationship between matching efficiency and agglomeration by inspecting

the coefficient estimate of Denss.

5 Data

5.1 Unemployment Rates and Agglomeration

We use the 2000 and 2010 Mexican population censuses.31 From the censuses, the National

System of Municipal Information (Sistema Nacional de Información Municipal, SNIM) pro-

vides its summarized municipal data on area, labor force (the employed and unemployed),

average years of schooling, labor force participation rate by gender, and the population aged

15–24, 25–59, and 60 and above.32

We construct our data set as follows. The unemployment rate of municipality i is calcu-

lated by the ratio of the employed to the labor force living in the municipality. Let zsi,t denote

the spatially local sum data of municipality i in year t, calculated as zsi,t =
∑R

j=1 1ij(d)zj,t,

where R stands for the number of municipalities, zj,t the raw data of municipality j, and

1ij(d) the ijth element of the indicator matrix, in which the ijth element takes the value of

1 if the distance between municipalities i and j is less than dkm and 0 otherwise.33 We set

d = 40km. Thus, the spatially smoothed employment density is Denssi,t = Emps
i,t/Area

s
i,t,

where Emps
i,t and Areasi,t are spatially local sum of employed worker and area, respectively,

of municipality i in year t. Further, the other variables are also calculated using the same

method.34 We drop the lowermost 1% and the uppermost 99% of the distribution of unem-

ployment rates.35. We use the spatially smoothed employment density of 1990 for IV, and so

31In population censuses, labor data are available for every ten years. The 1990 population census data
are also used for instrumental variables. We exclude Nicolás Rúız in the state of Chiapas from the 2000 data
owing to lack of labor data. Furthermore, we found some municipalities were originally lacking in the 2000
population census data.

32The data are available at the following Web site (URL: http://www.snim.rami.gob.mx/).
33SNIM also offers the latitude and longitude data of municipalities, from which the bilateral distances

between any two municipalities can be calculated by using the formula of Vincenty (1975).
34The average years of schooling is calculated as the spatially local sum of years of schooling divided by

the number of municipalities within a radius of dkm from municipality i.
35Observations of zero are excluded because they are included in the lowermost 1 percent. The municipality



24

use the 1990 population census as well.36 Table 2 gives the descriptive statistics of municipal

data by year.

[Table 2 about here]

For our estimation, we use distance-based SWMs, which take the following form:

bij =
d−η
ij∑R

j=1 d
−η
ij

where bij is the ijth element of an SWM, dij is the bilateral distance between municipalities i

and j, R is the number of municipalities, and η is a distance decay parameter. The bilateral

distance is calculated as the great-circle distance between two municipalities measured by

latitude and longitude (Vincenty, 1975). The SWMs are row-standardized. In this paper,

our estimation results are obtained from using distance-based SWMs (η = 5).37

5.2 Matching Efficiency and Agglomeration

The yearly job seeker, vacancy, and matched job data are available from the Secretariat of

Labor and Social Welfare (Secretaŕıa del Trabajo y Previsión Social, STPS). The time span

is from 2001 to 2011. The STPS offers services for the promotion of job matching in job

placement offices (Bolsa de Trabajo). The data include the number of applications registered

both for the first time and on subsequent occasions, the number of job vacancies, and the

number of matched jobs out of the vacant jobs registered.38 Table 3 presents the descriptive

statistics of job seeker, vacancy, and matched job by year.

[Table 3 about here]

We then calculate the employment density at the state level. For this, we use the 2000

population census. In the regression analysis at the second step, the dependent variable is

of Nicoláas Rúız located in the state of Chiapas is also excluded owing to lack of data.
36There is no information of municipal area in 1990 population census. Therefore, we complement munic-

ipal areas in 1990 with the 2000 population census. In that case, separated municipalities between 1990 and
2000 are added to original municipalities.

37Our main results do not change even if different values of η are used.
38A person can be hired once more depending on the type of employment (casual, temporary, or perma-

nent).
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the matching efficiency by state estimated between 2001 and 2011. To avoid endogeneity

issues, we use the employment density of 2000. For robustness, we also use the employment

density of 1990 as an instrumental variable. A problem with employment density at the

state level is that some states have vast uninhabitable regions, leading to underestimated

employment densities. To mitigate this issue, we calculate the employment density as follows.

The municipal employment density is first simply calculated and sorted by size. Then, the

number of the employed in municipalities and municipal areas are summed up respectively

until the share of the employed by state reaches 80%. Finally, the state employment density

is calculated as the employed–area ratio.

6 Empirical Results

6.1 Unemployment Rates and Agglomeration

Table 4 shows the estimation results for equations (35) and (36). Columns (1) and (4) of

Table 4 presents the ordinary least squares (OLS) estimates for 2000 and 2010, respectively.

In Column (1), employment density has a significantly negative impact on unemployment

rates at the 5% level, but is insignificant even at the 10% level in 2010. According to the

robust LM tests for spatial dependence in the dependent variable and error terms, the null

hypotheses ρ = 0 and λ = 0 are rejected at least at the 5% level in 2000 and 2010, respectively,

and we need to control for spatial dependence.39 The estimation results for 2000 and 2010

are given in Columns (2) and (3) and Columns (5) and (6), respectively. As expected, the

parameter estimates measuring spatial dependence in the dependent variable and error terms

are significantly positive in both years. The coefficient estimates of employment density

remain significantly negative even after controlling for spatial dependence in 2000. However,

employment density is no longer significant in 2010.

39We follow the hypothesis-testing methodology for spatial dependence proposed by Anselin et al. (1996).
See also Anselin (2006) for a brief summary.
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For robustness, we control for the endogeneity of employment density. Table 5 presents

the IV/GMM estimation results. In Columns (1) and (4), we control for the endogeneity

of employment density but do not control for spatial dependence in the dependent variable

and error terms. The Dubin–Wu–Hausman test shows that there exists an endogeneity

problem in regression model. From IV/GMM estimation, we find the coefficient estimates

of employment density significantly negative in 2000 and 2010. However, Robust LM Tests

suggest that spatial dependence should be controlled for. As earlier, Columns (2) and (3)

and Columns (4) and (5) show, respectively, the estimation results when spatial dependence

in the dependent variable and error terms are controlled for. In 2000, employment density

shows a significantly negative impact on unemployment rate. However, this is not the case

in 2010.

[Tables 4 and 5 about here]

Our evidence on the negative relationship between unemployment rates and agglomer-

ation is robust for 2000, but not for 2010. When based exactly on our model, the un-

employment differentials decreased as the transport costs fell, and the magnitude of the

estimated coefficient became smaller and the statistical significance might not be confirmed.

Another important implication is that the negative relationship between unemployment and

agglomeration can be observed only when agglomeration has positive or weakly negative

externalities on the matching efficiency. In the next subsection, we examine the relationship

between matching efficiency and agglomeration.

6.2 Matching Efficiency and Agglomeration

Table 6 presents the estimation results of regression models (37) and (38). Column (1) shows

the estimation results of the matching function. The elasticity of job match to job seeker is

significant at the 5% level and takes the value of 0.33. The elasticity of job match to vacancy

is also significant at the 1% level and takes the value of 0.71. The null hypothesis of constant

returns to scale for the matching function is not rejected. Our estimates are consistent with
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the results of most of the empirical studies on the matching function. According to a survey

of Petrongolo and Pissarides (2001), the estimate of plausible elasticity on job seeker lies in

the range between 0.5 and 0.7.

Column (2) shows the estimation results of the agglomeration effect on matching effi-

ciency. The elasticity of employment density estimated by OLS is significantly negative at

the 1% level. The elasticity of employment density estimated by GMM is also significantly

negative. Figure 7 clearly illustrates the negative relationship between matching efficiency

and employment density.

[Table 6 and Figure 7 about here]

To sum up, the Mexican data examined show comparatively low unemployment rates

as well as matching efficiency in agglomerated regions. Taking into account the theoretical

prediction that when agglomeration has negative externalities on matching efficiency it will

have both positive and negative effects on regional unemployment rates, the agglomeration

effect lowering the unemployment rates in Mexico is much stronger than that increasing the

unemployment rates.

7 Concluding Remarks

In this paper, we theoretically and empirically analyzed the relationship between regional

unemployment rates and agglomeration. In the theoretical part of our analysis, we extended

a multi-region model of Helpman (1998) by incorporating search and matching frictions in

regional labor markets. In addition, we incorporate agglomeration externalities into a search

and matching framework. In the empirical part of our analysis, we examined the relationship

between regional unemployment rates and agglomeration (expressed in employment density)

by using Mexican municipal data. We also estimated the matching function by using the

data of job seekers, vacancies, and matched jobs.

An important prediction of our theory is that agglomeration can be positively or nega-

tively related with regional unemployment rates under negative agglomeration externalities
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on matching efficiency. Thus, our theoretical framework with agglomeration externalities

on matching efficiency can describe a wide variety of relationships between regional un-

employment rates and agglomeration, with the relationship between nominal wages and

agglomeration positive, as supported by most empirical studies. Therefore, our model can

lead to predictions on unemployment rates and wages of both Harris and Todaro (1970) and

Blanchflower and Oswald (1994) within a unified framework.

From our empirical results obtained with Mexican data, we found that denser areas

have comparatively low unemployment rates under negative agglomeration externalities on

matching efficiency. Considering our theoretical predictions, we conclude that in Mexico, the

agglomeration effect lowering the unemployment rates is much stronger than that increasing

the rates.

References

[1] Anselin, Luc (2006) “Spatial Econometrics,” in Mills, Terence C. and Kerry Patter-

son eds. Palgrave Handbook of Econometrics Vol. 1 Econometric Theory, Basingstoke:

Palgrave Macmillan, Chap. 26, pp. 901–969.

[2] Anselin, Luc, Anil K. Bera, Raymond Florax, and Mann J. Yoon (1996) “Simple

diagnostic tests for spatial dependence,” Regional Science and Urban Economics 26(1),

pp. 77–104.

[3] Blanchflower, David G. and Andrew J. Oswald (1994) The Wage Curve, Cambridge,

MA: MIT Press.

[4] Card, David (1995) “The wage curve: A review,” Journal of Economic Literature

33(2), pp. 785–799.

[5] Chiang, Shu-hen (2009) “The effects of industrial diversification on regional unemploy-

ment in Taiwan: Is the portfolio theory applicable?” Annals of Regional Science 4(43),

pp. 947–962.



29

[6] Combes, Pierre-Philippe, Gilles Duranton, and Laurent Gobillon (2008a) “Spatial wage

disparities: Sorting matters!,” Journal of Urban Economics 63(2t), pp. 723–742.

[7] Combes, Pierre-Philippe, Thierry Mayer, and Jacques-François Thisse (2008b) Eco-

nomic Geography: The Integration of Regions and Nations, New Jersey: Princeton

University Press.

[8] Combes, Pierre-Philippe, Gilles Duranton, Laurent Gobillon, and Sébastien Roux
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Appendix A Derivation of Land Rent

The aggregate income of all regions is equal to the sum of their disposable labor income and

income obtained from land/housing services:

R∑
j=1

Yj =
R∑

j=1

[(wi − τ)(1− ui)Li + (z − τ)uiLi] + (1− μ)
R∑

j=1

Yj.

Thus, the aggregate income from land/housing services in the economy becomes

(1− μ)
R∑

j=1

Yj =
1− μ

μ

R∑
j=1

[(wi − τ)(1− ui)Li + (z − τ)uiLi]

Dividing this by the share of regional labor force, the aggregate land rent in region i

becomes

Li∑R
j=1Lj

(1− μ)
R∑

j=1

Yj =
Li∑R
j=1Lj

1− μ

μ

R∑
j=1

[(wi − τ)(1− ui)Li + (z − τ)uiLi] .

Furthermore, dividing this by the workers living in region i, the land rent that individuals

receive becomes

h =
1∑R

j=1Lj

(1− μ)
R∑

j=1

Yj =
1∑R

j=1Lj

1− μ

μ

R∑
j=1

[(wi − τ)(1− ui)Li + (z − τ)uiLi] .

See Helpman (1998) for more details.
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Table 1: Parameter Setting for Numerical Analysis

Parameter Explanation

1 ≤ T ≤ 2 Transport Cost

σ = 6 Elasticity of Substitution between Varieties

μ = 0.86 Expenditure Share for Manufactured Goods

δ = 0.03 Job Destruction Rate (i = 1, 2)

γ = 0.5 Marginal Labor Input for Recruiter per Vacancy

β = 0.5 Bargaining Power of Worker

S̄i = 1 Land Endowment (i = 1, 2)

r = 0.01 Interest Rate

z = 0.4 Unemployment Benefit

L1 + L2 = 1 Total Labor Force

A = 0.6 Constant of Matching Efficiency

α = 0.5 Matching Elasticity on Job Seekers

ξ = 0 Elasticity of Agglomeration to Matching Efficiency (Benchmark)

ξ = 0.02 Elasticity of Agglomeration to Matching Efficiency (Positive)

ξ = −0.02 Elasticity of Agglomeration to Matching Efficiency (Negative and Weak)

ξ = −0.06 Elasticity of Agglomeration to Matching Efficiency (Negative and Strong)

Notes: The matching function is Aim(uiLi, viLi) = Ai(uiLi)
α(viLi)

1−α, where Ai = A(Li/S̄)
ξ. We

set wi = 1, (i = 1, 2) as the initial value for the derivation of short- and long-run equilibria.
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Table 2: Descriptive Statistics for Unemployment Analysis

Variable Mean Std. Dev. Min Max

Year 2000
Unemployment Rate (%) 0.953 0.608 0.031 3.815
Employment Density (person/km2) 67.439 180.959 0.052 1386.694
Employment Density (person/km2) in 1990 46.685 130.523 0.068 1020.300
Years of Schooling 5.473 1.178 2.910 9.140
Male Labor Force Participation Rate (%) 68.691 6.173 30.764 84.692
Female Labor Force Participation Rate (%) 25.163 6.537 6.456 40.714
Share of Population Aged 15–24 (%) 19.137 1.337 13.225 23.186
Share of Population Aged 25–59 (%) 35.143 3.740 22.531 43.705
Share of Population Aged 60 and above (%) 8.278 2.102 2.589 16.767
Year 2010
Unemployment Rate (%) 4.037 2.626 0.067 16.266
Employment Density (person/km2) 79.295 203.179 0.056 1572.537
Employment Density (person/km2) in 1990 44.951 127.496 0.068 1020.300
Years of Schooling 6.689 1.149 4.081 10.360
Male Labor Force Participation Rate (%) 72.794 3.605 45.476 84.537
Female Labor Force Participation Rate (%) 27.180 8.085 4.212 48.474
Share of Population Aged 15–24 (%) 18.820 1.076 13.674 22.312
Share of Population Aged 25–59 (%) 39.422 3.661 27.211 46.881
Share of Population Aged 60 and above (%) 10.414 2.598 3.278 22.720

Notes: The numbers of observations in 2000 and 2010 are 2255 and 2387, respectively. The low-
ermost 1% and uppermost 99% of the distribution of unemployment rates are dropped. These
municipal data are spatially smoothed except for unemployment rates.
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Table 6: Estimation Results for Matching Function

(1) (2) (3)

Dependent Variable

Explanatory Variable log(Matchs,t)

State Fixed Effects
in Column (1)

(OLS)

State Fixed Effects
in Column (1)

(GMM)

Log of Employment Density −0.086∗∗∗ −0.081∗∗∗

(0.026) (0.027)

State Fixed Effects Yes
Log of Job Seeker 0.332∗∗

(0.150)
Log of Vacancy 0.714∗∗∗

(0.161)
Year Dummy Yes

Number of Observations 352 32 32
Adjusted R2 0.886 0.200
CRS Test, p-value 0.700
Dubin-Wu-Hausman Test, p-value 0.295
F -Statistic (Weak IV) 1536.740

Notes: Heteroskedasticity-consistent standard errors are in parenthesis. Column (1) gives heteroskedasticity-
consistent standard errors clustered by state. All regressions contain a constant term. The instrumental
variable for employment density shown in Column (3) is the employment density in 1990. CRS Test indicates
the hypothesis testing of constant returns to scale for the matching function. Dubin-Wu-Hausman Test
indicates hypothesis testing of endogeneity. F Statistic (Weak IV) is Cragg–Donald Wald F statistic for test
of weak instruments. *, **, and *** denote statistical significance at the 1%, 5%, and 10% level, respectively.
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Figure 2: Numerical Analysis Results When Agglomeration Has No Externalities on Match-
ing Efficiency

Notes: The solid and dashed lines in Panel (d) denote stable and unstable equilibria,
respectively. The parameters used in this numerical analysis are shown in Table 1.
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Figure 3: Numerical Simulation in Spatial Equilibrium When Agglomeration Has No Exter-
nalities on Matching Efficiency

Notes: The parameters used in this numerical analysis are in shown Table 1.
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Figure 4: Numerical Simulation Results When Agglomeration Has Positive Externalities on
Matching Efficiency

Notes: The solid and dashed lines in Panel (c) denote stable and unstable equilibria,
respectively. The parameters used in this numerical analysis are shown in Table 1.
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Figure 5: Numerical Simulation Results When Agglomeration Has Weak Negative External-
ities on Matching Efficiency

Notes: The solid and dashed lines in Panel (c) denote stable and unstable equilibria,
respectively. The parameters used in this numerical analysis are shown in Table 1.
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Figure 6: Numerical Simulation Results When Agglomeration Has Strong Negative Exter-
nalities on Matching Efficiency

Notes: The solid and dashed lines in Panel (c) denote stable and unstable equilibria,
respectively. The parameters used in this numerical analysis are shown in Table 1.
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